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0. Introduction
Machine translation (MT) has made progress over the last decade or so, but many of the problems MT finds difficult to solve are similar to those experienced by human translators. This article will describe how PoloCLUP of the Linguateca project (http://www.linguateca.pt) developed the METRA tool to study MT by using freely available on-line MT engines. It will also explain how the tool TrAva was designed in order to analyze MT output more formally, and discuss the theoretical problems involved. 
The pedagogical objective in producing these tools was to allow students to observe cross linguistic problems in MT and to compare the results to the human translations available in Linguateca’s English/Portuguese parallel corpus, COMPARA.  The exercise also serves as a good introduction to using available monolingual corpora in English and Portuguese as reference resources for language professionals in general, and translators in particular. Reference will also be made to Linguateca’s online set of tools, the Corpógrafo, which has been designed for the construction of monolingual and comparable corpora.  Although the majority of work done with the Corpógrafo is related to special domain corpora and terminology extraction, it also provides tools for concordancing, n-grams and text statistics that have proved very useful for  more general levels of linguistic analysis.  We shall discuss the pedagogical methodology that has developed as well as the resulting project and research work. 
Research based on the tools described has focused as much on their development as on the results obtained. The popularity of the tools has led, in turn, to the accumulation of a considerable amount of material that can be used for a wider variety of research projects than originally planned.  The results of research so far have led us to question the theoretical basis of MT and of our own methodology and results. Suggestions will be made as to the way in which the theory should be reviewed as well as how our tools and resources can be explored in the future.
1. Why MT Matters
MT is important for a variety of reasons. Human translation is expensive, takes time and is usually unavailable when it is needed for communicating quickly and cheaply with people with whom we do not share a common language.  There are also the obvious political reasons deriving from the ideal of a multi-lingual, multi-cultural society, an ideal which, in its turn, results in its commercial importance. For those who work on MT, it is a subject that has proved of considerable scientific and even philosophical interest. The complexity of human language, in general, and individual languages, in particular, has been studied for centuries, and the efforts to develop MT engines have only served to underline the reasons why. 
A full history of MT can be studied in detail in Arnold et al (1994: 13-6), Melby (1995: Chapter 2) and Austermühl (2000: 154-6), and here we shall merely touch on a few important facts and dates. Modern attempts at MT are considered to date from 1947, when Warren Weaver, whose experience in code-breaking during World War II led him to presume that MT would be a fairly simple affair, convinced the American authorities to invest heavily in MT. However, the results proved to be less than satisfactory, and in 1959 Bar-Hillel declared that FAHQMT - Fully Automatic High Quality Machine Translation - was technically and philosophically impossible. Translation could be either fully automatic or high quality, but not both. The ALPAC Report (1964) officially recognized the limitations of MT and funding for projects in the United States were withdrawn.  
However, MT research continued with private investment in Canada and Europe and in 1976 the European CEC purchased the Systran system as the basis for its EUROTRA project.  There were also other MT projects, of which the best known are probably Logos, Metal and Power Translator.  Despite the limited success of the EUROTRA project, there was a slow upward trend in development during the 1970s and 1980s, and today MT technology is applied at various levels.  On the one hand there are highly specialized systems that have been designed and developed for use in specific situations.  These systems normally deal with language in special domains and every effort is made to make sure that the syntactic structures are straightforward. The usual examples that are quoted are the METEO system in Canada (see Hutchins & Somers, 1992: Chapter 12), which translates meteorological news between English and French, the Caterpillar implementation of MT as described by Lockwood (2000), and two Castilian <> Catalan systems used to translate newspapers in Barcelona.  One is called El Segre and uses a system provided by Incyta, derived from an earlier Siemens system, and the other, El Peródico de Catalunya, has its own in-house system. However, most people first came into contact with MT when it began to be used on the Internet, and now many people use it all over the world with varying degrees of success and satisfaction.
Arnold et al (1994: 21-3) draw attention to the various popular misconceptions about MT and counteract them with facts that describe its possibilities and limitations. The different types of MT architectures described in Arnold et al (1994: chapter 4) and Austermühl (2001: 158-166) can be summed up as those with:

· Direct architecture, which uses simple parsing and relies on large lexical and phrasal databases, producing rather ‘word-for-word’ translation; 

· Transfer architecture, in which the source text is analysed and represented as an abstract source structure which is then transferred into an abstract target language structure. There are monolingual dictionaries for each language and a bilingual one to make the connection between the languages. Each language system can, in theory, be re-used with other languages;
·  Interlingua architecture in which an interlingual or language independent representation substitutes the transfer level between two languages in transfer architecture,
The major approaches today debate the advantages and disadvantages of the theories of Transfer versus Interlingual MT, and whether MT should be Rule-based, based on a bottom-up linguistically orientated syntactic + lexical basis, or Example-based, based on the statistical results of large databases of aligned originals and their translations. The present tendency, according to Maegaard (editor, 1999), would seem to be towards obtaining the best of all worlds and creating Multi-Engine MT. State-of-the-art projects are attempting to solve the problem of Speech-to-Speech Translation but, until the speech recognition and production technologies have developed beyond their present state, this will continue to be an area for research.
1.1 MT and the Human Translator
For the present and immediate future, the uses the more general public makes of MT are restricted to ‘gist’ translation, or fast translation for intelligent users, when human translation is out of the question because of time and other factors. For example, this is an option the European Commission translation services offer people in a hurry. The on-line MT engines are aimed at helping tolerant users deal with ephemeral texts and, generally speaking, they help communication in many situations.

However, at another level we can talk of human aided MT, in which the human editor/translator often pre-edits the text, or applies the criteria of controlled language, and works with special language domains, as described in Austermühl (2001: 164-5). After the MT process, the human editor/ translator will post-edit the text before publication. There is every reason why university programmes for human translators should include training in human-aided MT, if for no other reason than the fact that translation technology is working on integrating MT tools into existing translation memory software, as can be seen from Lange & Bennett’s (2000) description of an experiment with Logos and Transit. The professional translator today has to learn to make the best of the technology available, and the only way to avoid being a slave of these systems is to understand how they work and use them to advantage.
It is quite understandable that human translators should react negatively to the idea of MT.  This is partly because their more traditional training has made them expect a high standard of either functionally adapted or creatively translated literary texts, and they find the MT results unacceptable.  The type of exercise described here is by no means intended to substitute this training, which is very valuable for the literary and more culturally orientated translation that MT producers have never seriously aspired to produce.   However, most professional translators earn their livings by translating more mundane, technical texts and, as MT and other forms of translation technology improve, it is also understandable that they should feel threatened by their possibilities. 

The positive side of increased communication through MT, for the human translator, is that it encourages curiosity about texts in unknown languages in people who would previously have simply ignored their existence. In the long run, this curiosity can only lead to a demand for more good human translation. In fact, it is probably true to say that English is a bigger threat to multilingualism and the translator than MT.

2. Evaluation of Machine Translation
The evaluation of human translation has always been a subject for lively discussion, whether the critic is evaluating student translation, editing professional translation or complaining about perceived mistakes in published translations, and the level of the objections will range from totally justifiable to highly subjective.  Research into the translation process tries to analyse the psychological reactions of translators as they translate, using methods including Kussmaul’s (1995) ‘think-aloud protocols’ and Jakobsen’s (2003) Translog software for tracking translator’s work patterns on the computer. The quantity of analysis of the finished result of translation is enormous, but not much is conducted in a systematic manner, despite efforts by such people as House (1977 & 1997) to introduce functional analysis of translation, Baker (1998) and Laviosa (1998) to observe tendencies in translation using translation corpora, and attempts to establish ‘universals’ of translation (see Mauranen, 2004). 
It is therefore only to be expected that the evaluation of MT should also be a complex issue, and cover both the MT systems themselves and the resulting translations.  The types of evaluation of MT used are described in FEMTI - A Framework for the Evaluation of Machine Translation in ISLE at http://www.isi.edu/natural-language/mteval/printableclassification.html, Elliott (2002) and in Sarmento et al (forthcoming). Since MT systems are usually constructed by computational linguists, or people with training in both linguistics and computer programming, it is only natural that people with a similar training should evaluate these systems for reasons pertaining to the efficiency of the technology from an internal point of view.  There are various obvious reasons for carrying out this kind of evaluation which requires looking into the ‘glass box’ of MT, or being able to see into the system and examine, correct or criticise it.  This type of analysis goes beyond the pedagogical methodology discussed here, although we hope it may prove a possibility for future research.
External evaluation, in which the system is evaluated by outsiders dealing with the ‘black box’ of MT, or with access only to the results, is carried out by MT providers in order to test their systems with potential users.  Although external evaluation is carried out using (semi-) automatic techniques, as demonstrated by Ajman & Hartley (2002), a more traditional method is to ask potential users to test a system that has been prepared for a specific purpose and to evaluate the results on a gradient of excellent to unintelligible. The people chosen to do the evaluation are rarely experts in translation, who might be hyper-critical, and the emphasis is on evaluating the system on the macro-level of overall competence of the system, rather than on the micro-level of syntactic or lexical detail. At a more ad hoc level, there must be plenty of people who apply their own tests to on-line systems in order to decide which commercial system to buy.  It was within the context of looking at on-line ‘black boxes’ that our own experiment was carried out.
3. Experimenting with the Evaluation of MT as a pedagogical exercise 
The original background for the experiment described here was a forty-four hour seminar in Semantics and Syntax within a Master’s degree in Terminology and Translation at the University of Porto in 2003. The group of students on this course had a very varied knowledge of linguistics, and it was necessary to find a way of educating those with little more than basic notions of grammar in the implications of linguistic analysis, while allowing those with a more sophisticated background to explore the area in more depth.  We were also interested in MT as a possible tool for translators and decided to examine on-line MT in order to encourage linguistic analysis of its possibilities and limitations. Our task was transformed from patient access and re-access to the on-line MT engines to the rapid recovery of several MT results for one request by the creation of METRA within the scope of the Linguateca project (see Santos et al, 1993). 
3.1 METRA 
There are several English (EN) <> Portuguese (PT) freely available, on-line MT engines and PoloCLUP of Linguateca created a tool, METRA (http://www.linguateca.pt/metra), which automated the process of submitting an original sentence in EN or PT and obtaining PT or EN results from seven online MT engines. We have experimented with the following nine MT engines:

· Amikai - http://standard.beta.amikai.com/amitext/indexUTF8.jsp 

· Applied Languages - http://www.appliedlanguage.com/free_translation.shtml/ 

· Babelfish – at http://babelfish.altavista.com/ - a version of the Systran system

· E-Translation Server - http://www.linguatec.net/online/ptwebtext/index_en.shtml 

· FreeTranslation - http://www.freetranslation.com/ 

· Google - http://translate.google.com/translate_t - a version of the Systran system
· Systran - http://www.systranbox.com/systran/ 

· T-Mail - http://www.t-mail.com/ 

· WorldLingo -  http://www.worldlingo.com/  - a version of the Systran system
Of these nine MT engines, four – Systran, Babelfish, Google and Worldlingo – are all based on the Systran system and the results are nearly always identical.  Systran’s site is dedicated to selling its own products, but the Babelfish (Altavista) and Google versions are part of these search engines. World Lingo and the other free machine translation services are offered by organizations with an interest in providing a wide variety of professional language services, including human translation, localization and project management.  Amikai, Applied Languages and World Lingo are the names of these bigger organizations, whereas E-Translation is the MT engine for the German firm Linguatec, and Free Translation is one of the SDL company products. 
The new version of METRA, METRA3, has reduced the number of engines to seven (Amikai, Applied Languages, Babelfish, E-Translation Server, Free Translation, Google, and World Lingo,) in order to speed up results and cut down on repetition, as can be seen in Figure 1.

FIGURE 1

METRA receives hundreds of ‘hits’ per week and the new version asks them to choose which translation they prefer.  In this way we hope to acquire some sort of general users’ evaluation of the engines.

With the help of METRA, we have developed pedagogical exercises which involve the use of corpora for finding examples of words, phrases or syntactic structures that are problematical for MT, and often for human translators as well. This methodology owes more to the theory and practice of Contrastive than Computational Linguistics, but the hope is that the training involved will educate future translators in the strengths and weaknesses of MT, while increasing their awareness of linguistic problems in human translation.
3.2. Using corpora to find ‘genuine’ examples
The use of corpora and corpus linguistics techniques to find ‘genuine’ examples has always been a parallel, rather than a secondary, objective of our methodology.  In fact, these two activities were developed together with a view to breaking down any remaining objections to using technology for studying language. Besides this, the same students are also usually investigating the possibilities of creating their own corpora for the analysis of general language and the extraction of terminology from special domain corpora using Linguateca’s on-line suite of tools for this purpose, the Corpógrafo (see Maia & Sarmento, 2003; Sarmento et al, 2004; Maia & Sarmento, 2005; Maia, 2005).  
The normal way of training and evaluating MT is to use ‘test suites’ (see FEMTI at the ISLE site at http://www.isi.edu/natural-language/mteval/printableclassification.html), in which the slots in a specific syntactic structure are systematically filled with a variety of lexical items until the machine can be said to have learned how to reproduce the structure correctly using a representative lexicon.  Since both the teachers and the students on our programmes are well aware of the problems posed by real-life translation, this technique seems unnatural, and so we insist that students should find ‘genuine’ sentences in corpora.  In order to do this, our students, who are nearly all native speakers of Portuguese, are encouraged to find suitable sentences in the British National Corpus (BNC) on our intranet, cross reference the results by concordancing the online monolingual PT corpus CETEMPúblico (at http://www.linguateca.pt/cetempublico) for apparent equivalents in PT, and compare the MT results to the human translations in the EN/PT parallel corpus COMPARA (at http://www.linguateca.pt/compara), or in other available sites such as the European Commission page, which is, after all, a freely available multi-lingual parallel corpus (EN page at: http://europa.eu.int/comm/index_en.htm).
Each student researcher is asked to choose an item for analysis, such as lexical and/or structural mismatches, homographs, polysemous lexemes, synonyms and their collocations, areas of syntactic complexity, multiword units or ‘lexical bundles’ (Biber et al, 1999: 990-1024), and other linguistic phenomena which cause problems to both MT and human translators. Although examples of the type of work expected of them are given, students are encouraged to find their own ‘problems’.  This obliges them to try out their own hunches on the various corpora until they find something that interests them. This freedom to choose encourages them to experiment with the corpora and develop their ability to use the search syntax imaginatively (most of our corpora use the IMS syntax, developed by Institut fur Maschinelle Sprachverarbeitung of the University of Stuttgart). After floundering around for a bit as they experiment with different ideas and get used to the technology, they eventually find something that catches their attention and their experimentation is then driven by personal interest.  This has proved to be a better methodology than distributing teacher-chosen tasks.  

By the time the ‘problem’ has been chosen, the students are familiar with the various corpora and some will even construct their own.  They are also encouraged to build their own ‘corpora’ out of the concordanced sentences they find on the large monolingual corpora. This can be done by simply applying ‘cut-and-paste’ to the concordances and using Microsoft Word or Excel. The results can then be analysed more carefully using concordancing programmes, or be uploaded on to the Corpógrafo for use with the different types of concordancing and n-gram tools supplied there.

In many cases, a large amount of material is accumulated and the next lesson to be learnt is how to make sense of it all, an important step in developing good research methodology.  The concordancing tools will eventually show up which aspects are most interesting, common, rare, or of little interest, and deadlines and the need to limit the scope of the work in hand will force a decision to focus on certain aspects and create some sort of classification of the phenomena observed.  At this point, the examples can be reduced to a manageable number and tagged using the classification developed. This can be done by adding an extra column in Word or Excel to either monolingual or parallel corpus examples, manually labelling each example, and then applying the Sort mechanism to group the examples.
The next step is to submit examples of each group to METRA. At this stage, students are warned against making deliberate attempts to confuse the systems by using incomplete, badly constructed or ambiguous sentences, asking them to translate proverbs, clichés, or idioms like that old favourite, ‘raining cats and dogs’. Also, since some of the MT engines only accept a limited number of words, ‘pruning’ of unnecessary words from the examples chosen is sometimes necessary. This pruning will depend on the item being studied, but the exercise itself is useful for distinguishing what are the essential or unnecessary words or information in the sentence. 

The results of METRA can be compared with human translations if the source text examples have been taken from a parallel corpus such as COMPARA or the EC page. Alternatively, the student researchers can compare the results with translations done by themselves or colleagues.  Naturally, the analysis of the MT results will depend on the problem chosen, the linguistic education of the researcher and the individual interests of each person.
4. TrAva and evaluation of MT
Another tool that was developed for research into the evaluation of MT was the TrAva tool. The objective was to provide an online system which obliged students to classify both the input problem they were studying and the output of the various MT engines in a way that was registered on our server. The objectives behind this exercise owed more to Computational than Contrastive Linguistics and the lessons learnt show up the problems of the two areas working together.  The tool was developed with the help of a computer engineer and computational linguists, and used for experiments in MT evaluation by post-graduate students, most of whom were professional translators. Although the tool has its limitations, the exercise in producing it proved to be educational for all concerned.

In order to make a tool that was computationally manageable, and relevant to our student researchers, we reduced the number of METRA engines to four - Free Translation, Systran, ET Server and Amikai, and, as the students were all native speakers of Portuguese, these engines were only required to work in the EN > PT direction. Each researcher worked in an individual space on the server and could access and review their work. When requested, the teacher or administrator could access student work and give advice or solve technical problems.

4.1 Classification of errors - problems
The main problem, however, was to develop appropriate systems of classification, and there were various problems that had to be faced, apart from choosing rules that were simple enough for use by a mixed ability group of student collaborators.  It must be remembered that we were working with ‘black boxes’, i.e. with no knowledge of the original systems used to programme the MT engines, so it was necessary to develop our own classificatory procedures. Since no two languages have exactly parallel grammatical and lexical systems, or even completely parallel systems of linguistic analysis or related terminologies in which to discuss them, this was not easy. On top of this, the rules used by the different MT engines do not necessarily coincide with more generally known linguistic classifications and we had no access to them anyhow. Besides this, the linguistic theories that suit analysis of human translation - systemic-functional analysis, text linguistics or discourse analysis - differ considerably from those used for MT.  

Besides these problems, we must remember that different teams of linguists appear to work in each separate language direction in MT and this means that a back-translation will rarely produce the original, as can be seen if one tries out our tool BOOMERANG (available at: http://poloclup.linguateca.pt/ferramentas/boomerang) which will return the results of METRA translations for repeated back-translation until the ‘original’ and the ‘translation’ reach a fixation point, as can be observed in the following example:

1a) Original (BBC News) Two wild ducks found in Schleswig-Holstein have tested positive for the virulent strain.
1b) Translations (Free Translation)

i. Dois patos selvagens achados em Schleswig-Holstein testaram positivo para a tensão virulenta. 

ii. Two ducks wild finds in Schleswig-Holstein quizzed positive for the virulent tension. 

iii. Dois patos selvagem acha em Schleswig-Holstein interrogou positivo para a tensão virulenta. 

iv. Two wild ducks finds in Schleswig-Holstein interrogated positive for the virulent tension. 

v. Dois patos selvagens acha em Schleswig-Holstein interrogado positivo para a tensão virulenta.    

vi. Two wild ducks finds in positive Schleswig-Holstein interrogated for the virulent tension.
As we can see, although the first translation into Portuguese is correct except for the lexical item strain > tensão, the back-translations then generated lead to some confusion over the correct parsing of found > achados > finds > acha, as well as both lexical and parsing problems with tested > testaram > quizzed > interrogou > interrogated > interrogado > interrogated.  This tool has provided considerable amusement to those who use it, but the results can also be studied more seriously by anyone attempting to understand the mismatches in parsing systems and the dictionaries being used by the MT engines.
 4.2 Classification of errors – possible solutions
In the end, the choice of classification was dictated by circumstances, the first of which was the availability of the BNC on the faculty intranet. This allowed students to search for items of the English lexicon and syntax using the BNC part-of-speech (POS) classification, and this exercise was in itself pedagogical.  The BNC POS codes are fairly standard and relatively simple to understand, while allowing those students better versed in linguistics to create POS strings that find quite sophisticated structures. For example, the string ‘adverb + past participle + adjective + noun’ can be used to find complex noun phrases like ‘the newly elected Labour Minister’, or even pronoun + verb + article + noun + preposition + noun, as in ‘She drove the children to school’. 
The procedure of searching corpora, finding a problem and testing it on the MT engines was similar to that used with METRA.  The difference was that the translations appeared on a page which asked the researcher to classify the segment being examined in terms of the BNC POS codes, or by simply typing in the critical section of the original into the space provided, as can be seen in Figure 2:

FIGURE 2

The researcher then attempted to explain any errors in terms of Portuguese grammar, as can be seen in Figure 3

FIGURE 3

The researcher was also asked to describe the MT results in terms of acceptability, to provide a good human translation, and to add any comments that he/she considered might help in the understanding of the problem being analyzed.

Although this process may seem fairly straightforward, it is in fact very difficult.  The idea of limiting the analysis to a specific segment is to help the researcher concentrate on one particular problem, rather than analyze every problem that arises in each translation. If an MT engine is very ‘word-for-word’, this focussing may help.  However, most MT engines use quite sophisticated parsing systems and one may well have to take this wider scope of analysis into consideration, as can be seen in the following example:
2 a) Original (BNC)

Strategic vision cannot be achieved without a coherent sustained industrial strategy. 

2 b) Machine translation (Amikai)

Não pode ser alcançada (uma) visão estratégica sem uma estratégia industrial contínua coerente.
where we can see that, although the passive has been maintained, the subject has been moved to a more natural position after the verb in the PT MT version (despite the omission of the indefinite article), and the translation engine has correctly moved the adjectives in the complex noun phrase from the EN left to the PT right position.

Clearly, the same POS system of classification could not be used on the output because the result was often difficult to interpret in an equivalent POS manner.  Several attempts to provide a satisfactory classification of the errors were made and the final one turned out to be rather too complex for the student evaluators.  The only major miscalculation, however, was the fact that ‘lexical choice’ was given as just one among many more ‘syntactic’ errors.  The result was that, although the ‘error’ was more often than not a combination of lexical and syntactic factors, it was impossible to register this fact, and students tended to choose the ‘lexical choice’ option by default.  This problem was the result of paying too much attention to the theory by which the syntax is the primary consideration of the MT developer, and the function of the lexicon is merely to fill the slots in the syntactic structure.  Now that more attention is being given to the way the lexicon drives the syntax, to the lexical patterns that can be observed using parallel corpora and statistical analysis, and to the way multi-word units (MWUs) function, and are translated by corresponding MWUs in the target language, the focus is different and the developers appear to be working on these aspects, as we have had occasion to observe.
5 Student projects and research
The methodology described for METRA has now been used with several groups, including undergraduate groups studying Contrastive Linguistics as preparation for translation work. There are clearly an enormous number of possible ‘problems’ that could be analyzed using METRA and the other Linguateca tools, and it is obvious that a large team, able to understand how each system works and to access the ‘glass box’ versions to analyze and adapt them, would be needed for any systematic analysis. A team of this kind cannot be built out of student projects, although the work done so far would be good preparation for more sophisticated work.

In defence of the MT engines it must be said that, in our more pedagogical situation, when students are searching for a problem to study, they actually discard plenty of ideas because either the MT results are correct or the same mistake is made consistently.  The former needs no analysing, and latter phenomenon is just boring and, presumably, relatively easy to correct if one only had access to the system.  Besides this, we find that students who are taught Contrastive Linguistics using this methodology often resort to MT as a tool to help them do their translation homework later on. This means that they consider MT useful, even if this method does not exactly please teachers trying to get them to do ‘good’ translation!

Some students are interested in comparing the different MT systems and choose aspects that some engines translate correctly and compare them to others that do not, and they provide statistics to prove which engine is best, as is demonstrated in Pinhão & Napolskij (forthcoming).  However, the fact is that, being trainee human translators, most students are naturally drawn to the language problems that they themselves find difficult to solve.  From the point of view of serious evaluation of MT, this may seem a luxury, but from the pedagogical point of view, the exercise is of considerable value.

5.1 Lexical problems – collocation, synonymy and polysemy
Many of the projects have been done on lexical phenomena, such as collocation and polysemy, which are also well-known problems for the human translator. Choosing the correct collocation is a major problem for human translators, and incorrect usage is often the principal clue to identifying a text as a translation. An example of a study of collocation is that carried out on the lexical group beautiful, handsome, pretty, good-looking, which does not map onto the Portuguese group belo/a, bonito/a, lindo/a.  The collocational use of these adjectives to describe people and things depends on context and even on the social background of the speaker.  

On other occasions, the lexical group contains a larger and more specific set of synonyms in one language than the other.  An example of this was work done on verbs meaning cut, particularly in the area of cooking instructions, and the more specific carve, chop, dice, grate, grind, mince, slice and shred.  The English words are very specific and only some of them need a word other than the Portuguese cortar, although carve will have different translations according to whether one is carving turkeys, wood or other substances, and the MT engines produced esculpir, gravar and trinchar. Another project focused several words expressing light, such as blaze, gleam, glitter, glow shine, sparkle, and twinkle, words well-known for the difficulties they present to the translator.  
Observation of the results for these lexical areas suggests that MT programmers opt for various solutions. One solution would seem to be the existence of such small dictionaries in the on-line engines that the result is simply the un-translated English word, and this is often the result in the case of the free versions of Systran.  Another strategy would seem to use the more general word, for example, cortar for some of the more specific cut synonyms, and brilhar or cintilar for the shine synonyms. This, in fact, is the way many human translators solve the problem of very specific synonyms in translation as was observed by Maia (1988) in relation to the field of light effects, and at a more general level by Laviosa (1998: 565) when she demonstrates that the lexical density of translations is lower than in the originals.  Sometimes the MT engine seems to deliberately choose the most frequent usage for the translation, as when it translates the Portuguese preposition em by in and ignores the possibilities of on, the logic presumably being that the answer will at least be right most of the time. However, it is also true to say that many of the choices made suggest that programmers often choose equivalents in the target language in a somewhat haphazard manner.
On other occasions, the MT engine can be asked to use a special domain lexicon, as is the case with E-Translation, which offers quite a wide variety of lexicons if one accesses their site directly. For example, their results for the cut synonyms show the presence of a cooking lexicon.  Another student chose to try out examples from technical texts on printers with words like attach, display, flash, open, replace, and store, , and was able to demonstrate that, whereas E-Translation, with its more technical lexicons, did well here, Amikai, which is trained for translating e-mails, does badly.
Polysemous words are another well-known problem for the human translator and there has been plenty of work done on polysemous words like be, fair, fine, get, hold, issue, let, play, right, run, and watch.  Verbs with weak, or general, semantic content, that change meaning according to their complementation, are another area to explore, and phrasal verbs also cause problems. Here are some examples with get that show how the different programmes just take one possible meaning in Portuguese and apparently hope for the best:
3a I get a lot of charity appeals through the mail.
3b Eu começo muitos de apelações do charity através do correio.
3c Obtenho muitos apelos de caridade através do correio.
3d Eu adquiro muita caridade atrai pelo correio. 

4a I felt it was a bit hard that I should get a mysterious pain in the knee on top of all my other problems.
4b Senti-me era um pouco duro que devo receber uma dor misteriosa no joelho em topo de todos meus outros problemas. 
4c Eu senti que era um bocado duramente que eu devo começar uma dor misteriosa no joelho no alto de todos meus problemas restantes.
4d Cri que fosse um pouco duramente que deveria obter uma dor misteriosa no joelho em cima de todos os meus outros problemas.
It should be possible to work out some of the lexical items which collocate with get on a more a regular basis and align these meaning with appropriate translations, but it will be very difficult to obtain good translations in all circumstances.

5.2 Lexical + syntactic problems – homographs, closed system words, lexical bundles / multi-word units, clichés, idioms 
The distinction between polysemous items and homographs is not always easy to make, but homographs can be considered as those words – often polysemous – that are written in the same way, but act as different parts-of-speech.  The problem with these words and MT is that, apart from providing a suitable lexical equivalent, the engine often has problems parsing the sentences in which they occur. Homographs like fight, hold, like, look, round, and words ending in –ing, all cause MT problems because of their syntactic variety.  
The following examples with round show just how difficult the parsing of such homographs can be:
5a I put my arm round Amy's back and she leaned her head against my shoulder.
5b Ponho o meu braço Amy redondo costas e ela inclinaram a seua cabeça contra o meu ombro. 
5c Eu pus a parte traseira do meu amy redondo do braço e inclinou sua cabeça de encontro a meu ombro.
5d Eu pus o meu braço que Amy arredondada está de volta e ela apoiou a sua cabeça contra o meu ombro.
5e Eu pus meu braço redondo Amy atrás e ela apoiou a cabeça dela contra meu ombro.
6a Unless, of course, it's the actions that make the words memorable, and not the other way round.
6b A menos que, naturalmente, é as ações que fazem as palavras memorável, e não o outro meio redondo. 
6c A menos que, naturalmente, for as ações que fazem as palavras memorable, e não a outra maneira redonda.
6d A não ser que, naturalmente, são as ações que tornam as palavras memoráveis, e não rodeiam a outra maneira.
6e A menos que, claro que, é as ações que fazem as palavras memorável, e não o outro círculo de modo.
Closed system words like prepositions, adverbs, and conjunctions, also cause MT difficulties and some interesting work has been done on above, across, at, before, even, just, since, too, and many others.  The next examples show how difficult MT finds it to cope with across being used as a preposition and as an adverb:
7a. He was leaning across my desk.
7b. Inclinava através de minha escrivaninha. 

7c. Estava inclinando-se através de minha mesa.

7d. Ele estava se inclinando através da minha escrivaninha.

7e. Ele estava apoiando por minha escrivaninha.

8a.  The meteorite blasted a hole 200 kilometers across.
8b. O meteorito explodiu um buraco 200 quilômetros do outro lado. 

8c. O meteorite explodiu um furo 200 quilômetros transversalmente.
8d. O meteorito arruinou um buraco 200 quilômetros através de.

8e. O meteorito dinamitou um buraco 200 quilômetros por.
Modality also causes problems because, although verbs such as and can/could/may/might, had better, need, shall, supposed to, would, etc., have been worked on from the point of view of supplying acceptable syntactic equivalents, the fact is that the finer nuances expressed by these verbs depend very much on the context.  It must be remembered that the modal verbs of a language like English do not necessarily correspond to an equivalent modal verb system in the target language.
Comparatives and superlatives also cause the machines problems, as do quantitative expressions like some and any.  Unsurprisingly, tags, as in You did see him, didn’t you?, are not tackled by MT, perhaps because this very colloquial aspect of language is of little interest to people working on systems designed for written communication.

There have been some interesting analyses of more syntactically orientated phenomena, of which a good example was work done on complex noun phrases in English of the kind that have multiple adjectives or other pre-modifiers before the noun.  Although the MT systems seemed able to cope with the right movement of multiple adjectives in the PT translation, they had problems with non-obvious qualifiers, as in the following example:
9a The 22-year-old Swedish super star has arrived in Suffolk in determined mood.
9b Os 22-estrela formidável, sueca ano velho chegou em Suffolk em disposição determinada.

9c A estrela 22-year-old super sueco chegou no suffolk em modo determinado.

9d A estrela de extranumerário sueca 22-ano-velha chegou em Suffolk em determinado humor.
A further area which is of interest to corpus linguists are the frequently occurring multi-word units, or ‘lexical bundles’ (Biber et al, 1999) such as I wonder if, would you mind,  I/she would rather, I want you to, I’m meant to, it can be seen/argued that,  it is likely /possible that and many others.  As we can see in the following example, although I know is recognized as the lexical bundle I know (that), the phrase I’m meant to is not:
10a I know I'm meant to say no.
10b Sei que eu sou querido dizer para dizer não. 

10c Eu sei que eu estou significado dizer o No..

10d Sei de ser significado para dizer n.

10e Eu sei que eu sou querido dizer dizer que não.

The work done so far would seem to indicate that not enough attention has been paid to the possibilities of substituting these set phrases by similar ones in the target language, and it is this aspect that the theory and practice of Example-based MT needs to explore in greater depth.

6 Future research possibilities
The tools that have been developed within Linguateca for MT analysis and corpora exploration open up a lot of possibilities for general, contrastive and computational linguists.  

6.1 METRA and corpora work for contrastive linguistics
The methodology that has been developed with our corpora has proved to be successful in that students begin to use corpora for all kinds of linguistic study, and not just translation. The possibility of observing words in plenty of contexts in monolingual corpora is invaluable as a means of understanding the importance of collocational correctness; a parallel corpus allows trainee translators to observe how professionals have (not) solved the problems they too have to face; and the need to build corpora, particularly comparable corpora of the kind encouraged by our Corpógrafo tools, is an excellent way of educating students to recognize different types of text and discourse and encouraging them to do further research into these areas  

Using METRA and the comparison between human and machine translation is a useful focus for the work derived from the corpora, and the exercise encourages in-depth analysis of linguistic phenomena. METRA is being modified in order to improve its functionalities. For example, four of the engines used are all based on Systran and it would make sense to reduce this to, say, two, and include other engines instead. We are also asking those who use it to evaluate the results they get by indicating which translation they consider to be the ‘best’. The results of this initiative will be interesting and possibly point the way to research into the answers given.
6.2 TrAva – possible developments
The TrAva tool proved too complex for use with undergraduates, and we are well aware that it by no means offers a final solution to the problem of evaluating MT. However, the research that resulted from its creation needs to be continued and extended with a large and well-qualified group of researchers.  However, one of the first decisions that need to be taken is over the theoretical basis for the classification of input and output.  
One solution would be to study and work with the theoretical concepts on which each MT engine is based.  However, this might actually be counter-productive because, if MT still makes mistakes, this is partly due to insufficiently developed theory.  To use POS analysis for the input is clearly too basic because, as we have seen, MT works at a more sophisticated level than word-for-word. Therefore, there needs to be agreement on the type of analysis needed at lexical, phrasal and syntactic levels, and the emphasis must be on a classification that focuses the relationships between these levels. 

The insights resulting from the observation of the way the lexicon interacts with syntax, as shown by Partington (1998) and Hunston & Francis (1998), the ability to identify common lexical groupings in certain genres, as in Partington’s analysis of political discourse (2002), the realization of the frequency with which lexical bundles occur (Biber et al, 1999), the ‘formulaic sequences’ of Schmitt (ed. 2004), and many other works that have shown the possibilities of observing the way discourse is constructed, both qualitatively and quantitatively, should be made used to construct a relevant classification. This research has shown that the lexicon has a much more controlling influence on language structure than was previously thought. Hoey’s (2005: 1) lexical priming takes this even further by arguing that ‘lexis is complexly and systematically structured and that grammar is an outcome of this lexical structure’. These observations must be allowed to modify the theoretical basis for MT programming. Some computational linguists have been working on this by trying to harness the statistical results derived from parallel corpora but, if these results are to be really effective, they must be coordinated with quality control of the parallel corpora and improved by the insights derived from the experience and knowledge of contrastive linguists and professional translators.  
6.3 CORTA and the METRA logs
The result of the first TrAva experiment was a corpus, called CORTA, of over a thousand sentences + up to four MT results, and it was consultable online for some time. However, it is the METRA logs which now offer the most interesting possibilities for serious research. METRA has gained a popularity that goes way beyond the confines of academia, and is being used hundreds of times a week by people all over the world, especially in Brazil and Portugal. The result is that there is now an enormous quantity of material in the logs of METRA that could be used for various types of research. The logs register all the requests made in either EN or PT + up to 7 MT versions from the online engines.
It is possible to search the logs on-line and this process offers the possibility of evaluating everything from minor aspects of lexical usage and syntactic structure to the engines themselves.  It will mean that, instead of constructing one’s own examples of MT, one can use what other people have already put there.  This may not favour the type of very specific analysis of individual phenomena that has been encouraged so far, but it opens up the possibility of examining more general phenomena more rapidly. The large amount of examples provides plenty of material for serious evaluation of the different systems, quite apart from, but linked too, the evaluation being asked of the users of METRA.  Naturally, it will be necessary to work on the methodology to be used for these exercises, but this in itself is a subject for research.  
There is also an interest in studying who uses METRA, what sort of text is being inserted for translation, and trying to estimate why people use it in the first place. Such information might help MT producers in their attempts to produce MT for specific users, and research has already begun in this area.
7. Conclusions
The various experiments described here started out as practical ideas for creating a teaching methodology that would use available technology to advantage. The technical result is the creation of computational tools that are user-friendly and accessible to anyone who wishes to use them. The pedagogical result has been that students find out how corpora and machine translation can be useful as tools in translation and linguistic analysis. There is no doubt that the vast majority appreciate the technology, particularly if they are encouraged to experiment with and explore these tools.  It is hoped that the methodology will help them to make sense of the theory behind not just our own technology, but also of the present and future uses of commercial translation software and other digital resources.  It should also serve as a basis for training translators to work with MT or to use it as a tool.  

Analysing and classifying the results obtained from both the corpora and METRA develops a greater awareness of the challenges posed by general linguistics and may well lead to greater interest in the possibilities for research that brings together contrastive and computational linguistics.  The research that has been made possible is already in progress, and the tools, and the logs resulting from their use, now offer an exciting amount of material for various forms of analysis. 
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Linguateca Links 
Linguateca: http://www.linguateca.pt
Poloclup of Linguateca: http://www.linguateca.pt/poloclup
PoloCLUP tools:
· BOOMERANG: http://poloclup.linguateca.pt/ferramentas/boomerang
· Corpógrafo: http://www.linguateca.pt/corpografo 

· METRA: http://www.linguateca.pt/metra
· METRA Logs: http://poloclup.linguateca.pt/ferramentas/metralogs 

· TrAva: http://poloclup.linguateca.pt/ferramentas/trava 
